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Abstract

Shared-memory multi-threading and the actor model both share the notion
of processes featuring communication, respectively by modifying shared state
and by sending messages. Existing static analyses for concurrent programs
either model every possible process interleavings and therefore suffer from the
state explosion problem, or feature modularity but lack in precision or in their
support for dynamic processes. In this paper we present a general method
for obtaining a scalable analysis of concurrent programs featuring dynamic
process creation. Our MODCONC method transforms an abstract concurrent
semantics modeling processes and communication into a modular static anal-
ysis treating the behavior of processes separately from their communication.
We present MODCONC in a generic way and demonstrate its applicability by
instantiating it for multi-threaded and actor-based programs. The resulting
analyses are evaluated in terms of precision, performance, scalability, and
soundness. While a typical non-modular static analysis time out on half of
our 56 benchmarks with a 30 minutes timeout, analyses resulting from the
application of MODCONC can analyze all of them in less than 30 seconds,
while remaining on par in terms of precision. Analyzing concurrent processes
in isolation while modeling their communications is the key ingredient in
supporting scalable analysis of concurrent programs featuring dynamic process
communication.
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1. Introduction

In most concurrent programming models, programs consist of entities
called processes that run concurrently to each other and that interfere through
communication effects. Interprocess communication effects can be accesses
and modifications to shared variables in thread models, or messages exchanged
between different actors in the actor model [4, 45]. At run time, a single process
in a concurrent program may create an unbounded number of additional
processes. This combination of process creation and communication effects in
concurrent programs results in highly dynamic control flow and data flow.

Static analyses for concurrent programs have been proposed, and are
discussed in details in Section 8. Most of these existing analyses either
explicitly take into account every possible interleaving of concurrent executions
at points where interprocess communication occurs, rendering them non-
scalable as they are subject to the state explosion problem [94], or are
modular but limited in one of the following important properties: automation,
precision, or support for programs in which the set of processes evolves
dynamically. Performing static analysis of concurrent programs featuring
unbounded processes in an automated, scalable, and precise way is therefore
still an open problem, which we tackle in this paper.

Scalability of a static analysis can be achieved by modularizing it according
to the general framework proposed by Cousot and Cousot [21]. A modular
analysis treats the behavior of components (in our case, processes) separately
from their interferences (in our case, communication). Modular static analysis
has been explored in the context of shared-memory concurrency by Miné et
al. [71] and for synchronous sequential processes by Midtgaard et al. [66].
However, these and similar analyses are limited to programs with a known and
fixed number of processes and therefore do not support analyzing programs
where processes can be created dynamically.

In a modular analysis, the analysis of a component can trigger other
components for re-analysis. This violates the notion of compositionality of
an analysis, in which the results of the analysis for a whole program are the
composition of the results of the analysis of each component. In a modular
analysis, the results of the analysis follow from a fixed point obtained in the
analysis of each component, having taken other components that interfere
with it into account. In the case of concurrent programs, a thread that
accesses a variable that is modified by another thread has to be reconsidered
for analysis, as is one actor to which another actor may send a message.



This paper proposes MODCONC, an approach for the modular static anal-
ysis of concurrent programs with unbounded dynamic process creation. This
sets it apart from the aforementioned modular analyses for concurrent pro-
grams [71, 66], which require a static process topology. We design MoDCONC
as a general technique to design scalable modular analyses of concurrent
programs based on their concurrent semantics. We demonstrate the use of
MoDCONC to render an AAM-style analysis [50] of concurrent programs
scalable. AAM is a well-studied abstract interpretation method, and is used
here to analyze the behavior of a single process in a flow-insensitive and
context-insensitive manner. We demonstrate our approach on two concur-
rency models supporting dynamic process creation: threads and actors. Note
that the choice of AAM and of the sensitivities is made only to demonstrate
the application of MoDCoNC, and that MODCONC is not limited to such
analyses.

The core insight behind MODCONC is that the dynamic behavior of a
process is entirely defined by its code and its communication effects. We
therefore construct an intra-process analysis that analyzes a single process in
isolation to infer the processes created and communication effects generated by
this process under a given set of input conditions. The intra-process analysis
is based on a modified version of the program semantics, replacing concurrent
operations by operations that denote the corresponding generated effects but
otherwise do not modify the analysis state of other processes in any way. The
information obtained from the intra-process analyses is subsequently used
by an inter-process analysis to compute the set of processes that interfered
with the analyzed processes and therefore require (additional) intra-process
analysis. When no new interprocess communication effects can be discovered,
a sound over-approximation of the behavior of all processes in the program is
obtained. The result is a modular —in the sense of Cousot and Cousot [21]—
whole-program analysis for concurrent programs that infers the set of all
running processes and their communication effects in a sound and scalable
manner.

A MobpCoNC analysis is capable of inferring properties of concurrent
programs that form the foundation of tool support for addressing pressing
problems in software engineering such as program comprehension, bug detec-
tion and program verification. These inferred properties concern the processes
created and their communication effects in addition to the traditional data
and control flow properties computed by analyses for sequential programs.
Our evaluation demonstrates that modular analyses designed with MobConc



scale linearly with both the number of abstract processes created and the
number of communication effects. The analyses do not suffer from the state
explosion problem and are therefore able to analyze concurrent programs from
a benchmark suite that consists of the actor-based programs from the well-
known Savina benchmark suite [56] and their shared-memory multi-threaded
equivalent, in a matter of seconds.

To summarize, the contributions of this paper are the following.

e An extension of the framework by Cousot and Cousot of modular
analysis [21] to concurrent programs with dynamic process creation.

e The application of this extension to both thread-based and actor-based
concurrency.

e The formalization, empirical validation, and discussion of termination,
soundness, and complexity of the approach on an analysis for thread-
based and actor-based concurrency.

e The construction of a benchmark suite composed of programs exposing
dynamic creation of threads in a shared-memory concurrency setting,
similar to the Savina benchmark suite for actor programs.

2. Context: Models of Concurrency and Their Dynamic Behavior

Most concurrency models share the concepts of processes and commu-
nication. A process is a unit of computation isolated from other processes,
except for interferences (communications) that can occur between processes.
In the thread model, a thread is a process and communication happens
through shared variables, locks, and thread joining. In the actor programming
paradigm, an actor is a process and communication happens through the
exchange of messages.

Communication effects may trigger new computations, influence already-
running computations, or be used for synchronization. Process creation is one
of many possible communication effects, and an inherent part of concurrent
models is the ability of a running process to dynamically create an unbounded
number of new processes. Unbounded dynamic process creation is often
ignored by existing static analyses for concurrent programs (see Section 8),
which can only handle a fixed set of processes.



1
2
3
4
5
6
7
8

2.1. Dynamic Concurrent Example: factorial

We explore dynamic concurrency through a concurrent divide-and-conquer
approach to a factorial computation. Note that for our examples we use
a Scheme-like language, of which we define the core semantics in the next
section. Because of the commutativity of multiplication, computation of
a factorial can easily be divided in smaller chunks of work. Consider the
computation of 100! = I11%% and how it can be split into sub-computations
as represented in Fig. 1. We will represent each of these sub-computations as
a process in the following thread-based and actor-based implementations.
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Figure 1: Representation of a concurrent computation of a factorial.

Thread-based approach. The program in Listing 1 implements every node of the
computation tree as a thread. Every thread performs a recursive call to fact-
thread that either splits the node in two subtrees to perform the concurrent
computation and to multiply the results from the two subtrees, or computes
the partial product directly. I1%i is implemented as (fact-thread a b).

Function split splits an interval in multiple intervals, for example
(split 1 100) may evaluate to '((1 . 50) (51 . 100)). Global vari-
able FragmentSize specifies the cut-off factor (expressed as the size of an
interval) at or below which an interval is computed sequentially rather than
concurrently. Function product sequentially computes the product of integers
in a given interval, i.e., (product a b) computes I1%i sequentially.

(define (fact-thread from to)
(if (<= (- to from) FragmentSize)
(product from to)
(let ((steps (split from to)))
(foldl =* 1
(map (lambda (t) ( t))

(map (lambda (bounds)
(
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(fact-thread (car bounds)
(cdr bounds))))
steps))))))
(define (fact n)
(let* ((t ( (fact-thread 1 n)))
(res ( t)))
(printf "fact(~a) = ~a~n" n res)))

(fact (read-integer))

Listing 1: Thread-based program that computes a factorial.

Actor-based approach. In the actor-based program in Listing 2 every node of
the computation tree is implemented as an actor that starts with behavior
fact-actor. Upon reception of a compute message, fact-actor either
directly computes the product of factors and sends the result back to its
parent, or it splits the computation in newly created actors and changes
its behavior to fact-actor-wait. The fact-actor-wait behavior waits for
receiving partial products through computed messages, and multiplies partial
products together until it has received all expected partial products. It then
sends the result to its parent. A master actor creates the root fact-actor
and displays the results when the computation is finished.

(define fact-actor
( O
(compute (from to parent)
(if (<= (- to from) FragmentSize)

(let ((partial-fact (product from to)))
( parent computed partial-fact)
( )

(let ((steps (split from to)))

(map (lambda (bounds)
( ( fact-actor)
compute (car bounds) (cdr bounds) ))
steps)
( fact-actor-wait O (length steps) 1 parent))))))
(define fact-actor-wait
( (received fragments current parent)

(computed (result)

(let ((new-result (* current result)))
(if (= (+ received 1) fragments)
(begin
( parent computed new-result)
( ))
( fact-actor-wait

(+ received 1) fragments new-result parent))))))
(define master-actor
( O
(compute (n)
( ( fact-actor) compute 1 n )
( master-actor))
(computed (res)
(printf "result = ~a~n" res))



31 ( master-actor)))
32 (define act ( master-actor))
33 ( act compute (read-integer))

Listing 2: Actor program that computes a factorial.

2.2. Process-Modular Analysis Designs

MobDCONC analyses follow what we call a process-modular design. We
first discuss what such a design is, before delving in the details of MoDCONC.
Such a design can be applied to the static analysis of concurrent programs that
share a number of commonalities already introduced: the notion of process
as a unit of computation, and interferences between the processes that can
be communicated as communication effects. Possible communication effects
include accesses to shared state, the sending and the receiving of messages,
synchronization across processes, process creation and termination, etc. This
design enables the analysis to overcome two challenging problems in the static
analysis concurrent programs:

1. Dynamic process creation: In both the thread-based and the actor-

based factorial program, the number of processes created is dynamic and
depends on user input. MODCONC supports this possibly unbounded
number of processes by mapping an infinite domain of processes to a
finite domain of abstract processes, and by performing intra-process anal-
ysis on each of these abstract processes to infer information about other
processes that are created or otherwise affected through communication.

. State explosion In both factorial programs, the number of possible

interleavings between the processes is high: multiple processes are
executed concurrently and their execution may interleave in an expo-
nential number of possible ways. This is known as the state explosion
problem in analysis of concurrent programs [94]. Mitigations for this
problem have been studied in the context of model checking, leading to
partial-order reduction techniques [39, 33] which reduce the number of
interleavings a model checker has to explore, rendering it more scalable
and enabling the verification of more complex programs. However,
such techniques do not solve the explosion problem and still expose
exponential behavior in the worst case.

The design of MODCONC is inspired by Cousot and Cousot [21] and
does not explicitly model process interleavings in the analysis. These
interleavings are still implicitly accounted for: any communication that



occurs between processes will trigger the re-analysis of the affected
process to take it into account. The fact that the interleavings are not
explicitly modeled prevents MODCONC analyses of suffering from the
state explosion problem.

To illustrate the difference between a static analysis that explicitly models
process interleavings and a static analysis that follows a process-modular
design, consider a program with two threads, ¢; and t5, where each thread is
ready to perform a state transition.

(a)

If the operation performed by each transition does not influence the
applicability or the outcome of the transition of the other thread, having
t1 transition first and then only ¢5 or having ¢5 transition first and then
only t; does not influence the result of the program. This is, for
example, the case when both transitions read from, but do not write
to, the contents of a reference. This situation is depicted in Fig. 2a.
In this case there are two persistent sets from the initial state: the
set containing only the transition of #;, and the set containing only
the transition of 3. An analysis may explore only one of the two
interleavings, and still remain sound.

If the transitions do influence each other, then the end result of the
program will depend on the interleaving, and an analysis has to take into
account both interleavings. This is for example the case if ¢; modifies
a reference and at the same time ¢, accesses the same reference. This
situation is depicted in Fig. 2b. In this case, there is only one persistent
set at the initial state, containing both enabled transitions. This means
that if ¢; transitions first, the result of the program may be different
from the result where t, transitions first. For an analysis to be sound,
it needs to account for both interleavings in its results.

Static analyses that explicitly model interleavings may benefit from re-
duction techniques to explore a single interleaving in the first case, but have
to model both interleavings in the second case due to the interference. In
the general case, reduction techniques do not reduce the worst-case time
complexity of an analysis, which remains exponential.

With a process-modular analysis design inspired from the modular analysis
notion of [21], all interleavings are accounted for through over-approximation,
but all interleavings are not explicitly explored separately. Instead, the
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Figure 2: Representation of the concurrent execution of two threads in an all-interleavings
analysis. Each program state represents the current expression evaluated or the value
reached by each thread (written t; : e or t; : v for each thread). Edges represent transitions
performed in the execution of the program.

program is analyzed on a per-process basis. Each process is analyzed in
isolation, and every interleaving of the analyzed process with other processes
is deemed possible. Processes that may conflict need to be analyzed more
than once to account for possible conflicts, hence a process-modular analysis
will iterate over multiple analyses of the set of processes. However, it can be
ensured that the maximal number of iterations does not grow exponentially,
thereby ensuring scalability.
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(a) Non-interfering threads. (b) Interfering threads.

Figure 3: Representation of the concurrent execution of two threads in a process-modular
analysis. Each node denotes the current expression evaluated by a thread or the value
reached by this thread. Edges represent transitions performed during the analysis of a
thread. Plain edges are transitions explored during the first iteration of a process-modular
analysis, and dashed edges are explored during the second iteration.

We revisit our previous example in the setting of a process-modular
analysis. There are two threads to analyze: t; and t;, and each thread is



analyzed in isolation.

(a) In the case of non-interfering transitions, each thread is analyzed just
as any sequential program, and the complexity of the analysis becomes
the complexity of a sequential analysis multiplied by the number of
threads. This is depicted in Fig. 3a. Note that the interleavings of the
different threads are not explicitly represented, but rather the result
of the analysis is a graph per thread describing the evolution of each
thread separately.

(b) In the case of interfering transitions, a first iteration of the analysis
analyzes each thread in separation until completion. This is depicted by
the plain edges in Fig. 3b. Thread t, performs an operation conflicting
with thread ¢;, and therefore thread t; is analyzed again to account for
the changes that occur from the execution of thread t;. The dashed
transition of Fig. 3b is therefore also explored.

Although this is a very synthetic example, we can already see that the
number of transitions explored is reduced compared to an analysis that
explores all interleavings or to an analysis that performs state space reduction.
Indeed, in the case of the non-interfering threads, an analysis with state space
reduction and a process-modular analysis only need to explore two transitions
instead of the four possible transitions. In the case of interfering processes, an
analysis with state space reduction needs to explore all four transitions, while
a process-modular analysis only explores three transitions. As the number of
processes and the number of transitions grow, this difference in the number
of transitions and the number of states that have to be explored by each
analysis grows as well.

The concept of modular analysis has been formalized by Cousot and Cousot
[21], whoi present a general-purpose method to design modular analyses.
These ideas have been applied in the context of thread-based programs by
using concepts from either assume-guarantee reasoning [31, 44], rely-guarantee
reasoning [71, 73], or separation logic [41], and this in a setting limited to a
statically known number of executed threads. Recent developments [66, 67|
propose process-modular analyses for synchronous message-passing programs,
but again limited to programs composed of a constant set of processes that is
known a priori.

Process-modular analyses may fare very well in terms of scalability [72],
as they are not subject to the state explosion problem. The main challenge
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compared to existing work is that dynamic creation of processes is inherent
to modern concurrent programs and must be supported by the analysis.

3. The ModConc Approach

Non-modular analyses explicitly explore all possible interleavings of the
transition relation of a concurrent semantics (or a sound subset thereof) to
derive how a concurrent program evolves at every program point. A non-
modular analysis concurrently keeps track of the state of all processes and
may step one of them at any given point. Every interference between two
processes (process creation and interprocess communication) is immediately
effected on the global analysis state.

Analyses resulting from our MODCONC approach rely on the same tran-
sition relation as a non-modular analysis, but consist of two cleary distinct
and alternating phases.

1. In the intra-process analysis phase, single processes are analyzed in
isolation until a fixed point is reached. During this phase, all communi-
cation effects are accumulated in a set instead of being applied on the
global analysis state.

2. The inter-process analysis phase uses the effects accumulated during
the intra-process analysis to update the global analysis state and to
launch additional intra-process analyses for processes that were created
or impacted by these state updates.

From this description it is clear that MODCONC analyses, like all sound non-
modular analyses, take into account all process creation and communication
that may occur during program execution (no information is “lost”) but, unlike
existing non-modular analyses, do not have to deal with all possible process
interleavings at all program points at which interprocess communication
occurs. It is for this reason that MODCONC analyses scale with respect to
process creation and interprocess communication in concurrent programs.

In the remainder of this section we detail MODCONC as a step-by-step
design method (Section 3.1) and illustrate how a resulting analysis behaves
on our previously introduced example programs (Section 3.2). We then
discuss important properties of the resulting analyses (Section 3.3) that are
termination, soundness, and complexity. MODCONC is applied to threads
and to actors in the remainder of this paper.
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3.1. Steps to Apply MopCONC

The MopCoNC method for constructing a modular analysis for concurrent
programs consists of the following steps:

1. Specification of an operational semantics for the input language featuring
concurrency, modeled by a transition relation.

2. Modification of the operational semantics into a sequentialized transition
relation annotated with communication effects.

3. Construction of an intra-process analysis that infers communication
effects, based on the sequentialized semantics.

4. Construction of an inter-process analysis that drives intra-process anal-
ysis until no new communication effects are inferred.

3.1.1. Step 1: Operational semantics for the input language

The operational semantics of a concurrent programming language can
be modeled by a transition relation that specifies how the program state
(including the state of its set of processes) evolves in a step-wise fashion. Two
kinds of transitions can be distinguished.

1. Sequential transitions model sequential operations affecting a single
process. In the thread-based and actor-based factorial examples in our
Scheme dialect, sequential constructs modeled by this type of transition
include define, let, +, and if.

2. Concurrent transitions model concurrent operations that affect more
than one process. In our examples, concurrent operations include spawn,
join, create, and send.

3.1.2. Step 2: Sequentializing semantics by delaying effects

The second step consists in constructing a sequentialized version from the
concurrent semantics for a single process. This modified semantics honors
the existing semantics of sequential transitions, but replaces the semantics of
concurrent transitions. Each of these transitions are replaced by a transition
that only acts on the state of the process performing the transition, and
that generates a communication effect describing the effect of applying the
transition on the rest of the program state. The result of this step is an
intra-process transition relation annotated with a set of communication effects,
which is non-empty for concurrent operations.

Examples of communication effects include the process creation effect,
generated upon the creation of a new process and containing the state of the
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created process; a send communication effect that is generated upon execution
of the send primitive and that contains information about the target process
and the content of the message. We formally define effects for thread-based
and actor-based concurrency in Sections 5 and 6, respectively.

3.1.3. Step 3: Intra-process analysis for inferring communication effects

Computing the fixed point of a process using the sequentialized transition
relation results in an intra-process analysis that infers communication effects.
The intra-process analysis must be parameterized by specific input values for
processes, generally including abstractions of the memory heap (called value
store) and continuation stack (called continuation store). Input values also
include values returned by other threads in multi-threaded programs, and
actor mailboxes in actor programs.

The intra-process analysis explores all possible behaviors of the analyzed
process under the assumptions given by the input values, and infers the
communication effects as well as changes to the value store and continuation
store. To infer communication effects containing values, the analysis needs
to be able to reason over the flow of values in a program. In this paper, we
rely on an analysis for sequential programs in which the analysis steps over
abstract states that over-approximate concrete program states. The result of
stepping through a process is a flow graph that models control and value flow
of that process. The intra-process analysis finishes when no new behavior can
be inferred.

3.1.4. Step 4: Inter-process analysis for driving the intra-process analysis

The inter-process analysis gathers the communication effects inferred
by the intra-process analysis on a set of processes and decides the next set
of processes that require intra-process analysis. This next set of processes
contains newly created processes and processes that depend on the inferred
communication effects. For example, if a thread t¢; is joining thread t,, and
the intra-process analysis of thread ¢y infers the return value of this process,
which is considered to be a communication effect, then the intra-process
analysis of thread t; must be performed again to include this information.
Similarly, based on the communication effect inferred by the intra-process
analysis of actor a; when it sends a message to actor as, the inter-process
analysis triggers the intra-process analysis of actor as.

Because a concurrent program starts by executing its main process, the
inter-process analysis starts with an intra-process analysis of the main process.
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The inter-process analysis is finished when no new communication effects
can be inferred. The resulting inter-process analysis driving the intra-process
analysis is what we refer to in this paper as a modular MODCONC analysis.

3.2. Example runs

Consider the thread formulation of our factorial example in Listing 1.
We describe each iteration of the modular analysis on this example, and
depict the abstraction of this example as inferred by MobCoONC in Fig. 4.
Each iteration consists of one or more intra-process analyses that, except for
the main process in the initial iteration, are scheduled by the inter-process
analysis.

1. The analysis starts with the intra-process analysis of main thread t.
The intra-process analysis infers that thread t, creates thread t; to
evaluate expression (fact-thread 1 n) (line 13), and that ¢y joins
on the result of ¢; (line 14). Therefore, in this initial iteration, the
intra-process analysis for thread ¢y, cannot fully analyze this thread as
its behavior depends on the newly created thread t;.

2. In the second iteration thread ¢; is analyzed. The intra-process anal-
ysis infers that ¢; may terminate with the resulting integer value of
(product from to) (line 3), and that new threads may be created to
evaluate (fact-thread (car bounds) (cdr bounds)) (line 9) after
which they are immediately joined (line 6). For the sake of the example
we assume a single thread ¢, may be created (which, in an abstract
analysis setting, may represent multiple concrete threads created at this
point).

3. The third iteration reanalyzes thread t; as new join information has
been discovered in the previous iteration. No new communication effects
are discovered for ty in this iteration. This iteration also analyzes ty
because it was created in the previous iteration and, similar to the
effects inferred for ¢; in the previous interation, infers termination with
an integer return value and the creation of (again) ¢, as effects.

4. The fourth iteration reanalyzes t; and ¢ because new information about
the return value of ¢ has been discovered in the previous iteration and
both t; and %, join on this abstract process. The analysis of ¢; and
ty again detects integer return values and the creation of ¢5. Because
all of these effects were already inferred and no new effects have been
discovered, the analysis reaches a fixed point for threads t; and t,,
completing their analysis.
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5. The fifth and final iteration reanalyzes thread ¢, because it depends
on the result of thread ¢; for which new join information (the integer
result value of ¢;) has been discovered in the previous iteration. No
previously unencountered effects are generated for t,, completing the
analysis of ¢y and of the entire program.

to: e

|

t1: (fact-thread 1 n)

!

to: (fact-thread (car bounds) (cdr bounds))

0

Figure 4: Abstract representation of the factorial program with threads. Nodes represent
abstract threads, while an edge from node ¢; to ¢; indicates that thread ¢; creates thread
t;. Note that the unbouded chain of fact-thread threads are abstracted to finitely many
abstract threads with a self-reference. e is the program under analysis of Listing 1.

Consider now the actor formulation of the factorial example in Listing 2.
The analysis of this program using MODCONC is very similar to that of
the thread-based version: both analyses start analyzing the main process,
which creates an initial process that is then analyzed in the next iteration.
Both analyses terminate once all processes have been analyzed taking in
consideration all communication effects that affect them. The differences
are in the fact that, in the actor variant, messages are used as the means
of communication for actors as opposed to the use of thread joining, and in
the fact that the actor version has an extra process for the master actor, of
which no counterpart is present in the thread version. Other than that, both
analyses execute in a similar way and we do not detail the execution of the
analysis on this second example.

3.3. Theoretical Properties

3.3.1. Termination

In this paper, we specify the intra-process and inter-process analyses
as a fixed-point computation of monotone transfer functions over a finite
state space. Termination of these analyses is therefore ensured by Tarski’s
fixed-point theorem [91].
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3.3.2. Soundness

An intra-process analysis is sound only if it relies on a sound sequentialized
transition relation that infers communication effects. Soundness of the inter-
process analysis relies on the soundness of the intra-process analysis it drives.
If the intra-process analysis is sound, the set of communication effects inferred
by the analysis of a process is a sound over-approximation of the set of
communication effects that may appear at run time. Using this sound
over-approximation, the inter-process analysis will at least re-trigger the intra-
process analysis of all affected processes. When a fixed point is reached by
the inter-process analysis, all processes have been analyzed with soundly over-
approximated input values, which results in a sound inter-process analysis.

3.3.3. Complexity

A modular analysis designed with our MODCONC approach adds a linear
factor (proportional to the total number of abstract communication effects)
to the complexity of its underlying sequential analysis. The analysis time
grows with the number of abstract processes created by the program under
analysis and with other communication effects such as the number of abstract
message sends in actor programs or write operations on shared variables in
thread programs.

The inter-process analysis will at most have to recompute an intra-process
analysis a number of times linear to the number of communication effects. As
the number of abstract processes increases, the running time of the analysis
increases in proportion.

Because the number of types of communication effects is fixed, the com-
plexity of the overall analysis adds a linear factor to the complexity of the
sequential analysis. If the sequential analysis is polynomial, the modular
concurrent analysis remains polynomial—unlike a non-modular analysis which
becomes exponential. As an example, with the AAM formulation used in
this paper—which exhiits a cubic worst-case time complexity—the resulting
MoDCONC analyses have a worst-case time complexity of O(| Ezp|*) where
| Exp| is the number of expression of the program. This because the number
of abstract communication effects is bounded by the number of expressions
in the program under analysis.

3.4. Applications

The information inferred by MODCONC analyses includes the possible
running processes, the communication effects they can perform as well an
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over-approximation of their data-flow and control-flow in the form of flow
graphs, under any possible input and interleaving. This information can serve
as a foundation for building a number of client analyses.

In the domain of program comprehension, information from the communi-
cation effects such as message sends and process creation can be used to derive
communication topology analyses [19, 65] in order to provide information about
the different processes that may execute in a concurrent program, and more
specifically which process creates which other process and how such processes
communicate. This information is directly present in the communication
effects inferred by the analysis.

Also, the over-approximation of the data-flow and control-flow inferred
from the analysis in the form of flow graphs can serve as a foundation to
bootstrap other analyses, which then do not need to extract data- and control-
flow information again as this has already been done by MoDCoONC. This can
serve for applications in the domain of defect detection or program verification.

4. Base Language: \g

In this work we explore both thread-based (Section 5) and actor-based
concurrency (Section 6) on top of a Scheme-like base language Ag. This base
language is based on the A-calculus in A-Normal Form [34], underlining the
fact that MoDCONC readily supports higher-order languages. This restricted
language is chosen to enable focusing on the core principles of MODCONC,
while still preserving the challenging aspects of combining higher-order with
concurrent models that feature mutable shared-memory or actors. Features
other than functions and variable bindings (e.g., imperative constructs and
classes) have long been investigated by the related work and are of an orthog-
onal nature to the content of this paper: in the application of MODCONC, no
assumption is made about the base language and MoODCONC is therefore not
limited with respect to these orthogonal features of the base language.

In this section we start by defining the syntax of )\, and specify its
abstract semantics. For completeness, the concrete semantics of \g is defined
in Appendix A, and we highlight here in gray the parts of the abstract
semantics that have undergone changes due to the abstraction.

4.1. Syntax

The syntax of Ay is defined in Fig. 5. It supports function definition, func-
tion application, and recursive bindings through letrec. Our implementation
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(see Section 7.1) supports an extended version of this language with more
data types, operations, and language constructs, which brings it closer to
full-fledged Scheme.

o

Syntax

e € Exp ::= ae f,ae € AExp :=x | lam
| (f ae) lam € Lam == (A (x) e)

| (letrec ((x e1)) e3) xz,y € Var a finite set of names

Figure 5

4.2. Abstract Semantics
The abstract operational semantics of \g, defined in Fig. 6, is a non-
deterministic transition relation ( =) : 3 x Store x KStore x P(Effect) x

5 x Store x @e, resulting from abstraction of the transition relation of
the concrete semantics using the AAM approach [50], and mapping from one
process state, store and continuation store to a successor process state, store
and continuation store, and generating one or more effects during this step.

We leave the set of effects undefined at this point as Ay does not generate
any effect. We use this set of effects when extending Ay with concurrent
extensions in Sections 5 and 6.

State space. A process state ¢ is composed of a control component ¢ and a
continuation address k. The control dictates whether a state is an evaluation
state (ev) in which an expression is evaluated in a given environment, or a
continuation state (ko) in which a value has been reached. The continuation
address points to the continuation of the computation in the continuation store.
Environments p map variables to addresses, value stores ¢ map addresses to
values, and continuation stores = map continuation addresses to continuations.
A non-empty continuation ~ consists of a frame $ and a continuation address
k that points to the next continuation in the continuation store. The continu-
ations threaded through the continuation store form a continuation stack in
a way that is suited for abstraction [50]. Language Ao only requires a single
type of continuation frame, letrec(e, a, p), for evaluating letrec expressions,
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e

Abstract state space

CeS = Comirol x KAddr = € KStore = KAddr — P(Kont)
¢ € Control = ev(e, p) hie AKonji n=ok |
¢ € @ ::= letrec(e, a, p)

| ko(?)

b€ Env= Var — Addr 0 € Val := clo(lam, p)

ae€ @ a finite set of addresses

& € Store = Addr — P(Val) ~“ <20
k € KAddr a finite set of addresses

Abstract transition relation

ﬁal—fllclo(()\ () e),p) P,
(ev((f ae).p). k), 6.5

¥ = kalloc(es, p,5,2)

G = alo\c(x,[r)
k).6,

(ev((letrec ((z e1)) e2),p),
(ev(er, o), k'), 6,5 U [k {letrec(eg,a p %} ]

2(k) 3 let a,p) k'
— A(/)\ ctrecle, &,0) —— LETREC2
(ko(?), k), 5,2~ (ev(e, p), k > Ula— {0} ],2
Atomic evaluation p,6 F ae E 0
i J(p(A)) VAR — LAMBDA
p,obkx v p,0 t lam | clo(lam, p)

Figure 6: Abstract state space and abstract semantics of Ag
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where e is the body expression, a is the address of the newly bound variable
being evaluated, and p is the binding environment. Closures (clo) are values
that pair a lambda expression with a binding en@glment. -

Due to the abstraction, the set of addresses Addr and KAddr are finite,
as they are the only sources of infiniteness in the concrete state space. The
propagation of these changes through the state space has as effect that the
value store may map a single address to more than one value, and the fact that
a continuation store may map a single address to more than one continuation.

Transition relation. The transition relation encodes the common call-by-
value A-calculus semantics. Rule ATOMIC evaluates an atomic expression
using atomic evaluation. Rule APP evaluates a function application by
atomically evaluating the operator and its operand, and stepping into the
resulting function body with an extended environment and value store in
which parameters are bound to their corresponding argument values. Rules
LETREC1 and LETREC2 encode the semantics of letrec. First a new address
is allocated for the bound variable. The evaluation then steps into the
expression computing the value of this variable, pushing a frame on top of
the continuation stack. When the bound value has been evaluated, the store
is extended to incorporate it and evaluation continues with the body of the
letrec. To maintain soundness under the abstraction, updates to the store
are modeled as store joins (6 U [a — {0}]").

Atomic evaluation. To evaluate of a variable reference, the variable’s address
in the environment and its value in the store (rule VAR). Note that more
than one value may reside at the same address in the store due to abstraction.
Atomic evaluation of a lambda expression returns a closure that pairs the
lambda expression with the current binding environment (clo).

Address allocation. As part of the abstraction, the domains of addresses

Addr and KAddr have been rendered finite, but we have not yet defined
these domains. We provide here an instanciation of these domains of the
corresponding allocation functions which create elements of these domains.
The allocation strategy used here results in a context-insensitive analysis.
The use of a widening of the store into a global store in our implementation
further results in a flow-insensitive analysis.

!The Ul operator is defined here as Vz, (61 L 62)(z) = 61(x) U 62(x).
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Ao

Allocation
deA/dE”zExp a/llaz(e,&)ze
k e KAddr = Ezp x Env m(e,ﬁ,ﬁ,g) = (e, p)

Analyzing a Ao program. In order to analyze a \y program, we need to explore
all process states that are reachable according to the transition relation. This
can be expressed as the fixed point of the following transfer function, i.e.,
Ifp(F*) is an over-approximation of the set of all reachable states of program
e.

Ao

Transfer function

Fe(8) = s u{(levle, ), o), [, [fo ~ {e}) |

C
~
%
[

5. Shared-Memory Concurrency with Threads: A,

We now add support for shared-memory concurrency to the base language
Ao defined in the previous section by adding three new concepts.

1. Thread creation and joining. Threads can be created to compute a
value in a different process, and a thread can join another thread to
obtain the final value of the computation performed by that other thread.
Thread joining is a blocking operation and is a form of synchronization.
Note that the notion of thread joining (one thread blocking until another
thread finishes its execution) is not to be confused with the notion of
store joining used in the semantics (when the information contained in
two stores at the same address is merged).

2. Mutable references. Thread-based programs usually share mutable
state, but )\ is free of side-effects. We therefore introduce references
into the language, which hold a value that can be read or modified by
any thread.
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3. Locks. Race conditions may be caused by two concurrent threads that
access a reference. We therefore introduce locks for developers to model
critical sections in concurrent programs to avoid these race conditions.
The language is extended with locks as they are a semantically simple
form of synchronization, but other forms of synchronization could be
considered as well (e.g., synchronized variables and methods).

5.1. Syntax of \;

The language )¢ extended by the three aforementioned features results in
the thread-based concurrent higher-order language A,, of which the syntax
is given in Fig. 7. We refer back to Listing 1 for a program written in an
extended version of A\, supported by our implementation.

)

Syntax
e€ Fxp = ...
| (spawn e) | (join ae)
| (ref ae) | (deref ae) | (ref-set ae ae)
| (new-lock) | (acquire ae) | (release ae)

Figure 7: Syntax of the thread-based concurrent higher-order language ;.

The spawn construct takes as argument an expression to evaluate in a new
thread and returns a process identifier that identifies the newly created thread.
When a thread finishes its execution, the result of its evaluated expression
serves as the return value of that thread. A thread can join another thread,
blocking the former until the latter finishes its execution and returns a value.

Values can be wrapped into a reference through the ref primitive. The
deref primitive reads the content of a reference, and ref-set updates the
content of a reference to a new value.

The new-lock primitive creates a new lock that can be used to protect
critical regions. A lock is acquired through the acquire primitive and released
through the release primitive. A lock acquired by a process can only be
released by the same process. If a process tries to acquire a lock that is held
by another process, the call to acquire blocks until the lock is released.
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5.2. Abstract Semantics of A\,

We extend the state space and transition relation of Ay to account for
the concurrent features of A\, in three steps: we add thread management
primitives, references, and locks. Note that the transition relation here works
on the level of a single process, and is annotated with effects to describe
the concurrent operations that should be performed on the global state. We
discuss the interleavings in the execution of multiple processes later in this
section. Also, the local-thread state is not explicit: everything resides in a
single store, shared among all processes. Processes have access only to the
portion of the store that is visible in the environment p in which they are
executed, and this include state that is shared among multiple threads as well
as thread-local state.

Similarly as for )y, we directly introduce the abstract semantics and
highlight the differences with the concrete semantics in gray. The full concrete
semantics is available in Appendix A.

Thread management. Process identifiers are first-class values as they are
returned by spawn and passed along to join to manage threads (Fig. 8). Just
like addresses, we leave process identifiers unspecified, but a natural number
formulation can be used in a concrete setting. Creating a thread with spawn
generates a create communication effect denoted by ¢(p, <), where p is the
process identifier and < is the initial state of the created thread (rule SPAWN).
Joining on a thread generates a join communication effect denoted by j(p, v),
where p is the process identifier of the thread which is joined and v is the
return value of this thread.

References. We add first-class references as values to the language (Fig. 9)
to support mutability. A reference ref(a) contains an address a which is
associated to a value in the store. Creating a reference allocates a new address
and returns a reference bound to that address (rule REF). Reading from a
reference ref(a) returns the value in the store at address @ and generates a read
communication effect w(a) (rule DEREF). Writing to a reference changes the
value in the store at the address a contained in the reference, and generates a
write communication effect r(a).

Locks. First-class locks are added as values (Fig. 10) in a similar way as with
references. A lock is formally represented as lock(a), where a is an address
in the value store that either points to unlocked if the lock is unlocked, or
to locked(p) if the lock is held by process p. Creating a new lock allocates
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Abstract state space
b€ Val = ... | pid(p)
pE PID a finite set of process identifiers

Effects P
eff € Effect :=¢(p,<) | J(p,0)

Transition relation

- — SPAWN
(ev((spavn ), p),k), 5,5 SLAZLeLltely wo(pid(p)), k), 6, E
p, & I ae || pid(p) o

g

(ev((join ae),ﬁ)@%&,é i@, (ko(@),/k\%&,é

Figure 8: Abstract semantics of thread management in the A\, language.

an address in the store and associates it to unlocked (rule NEWLOCK).
Acquiring a lock requires the lock to be unlocked and sets it to a locked(p)
value, generating an acq(p, a) effect (rule ACQUIRE). Releasing a lock requires
the lock to be locked by the same process p and changes its value to unlocked,
generating effect rel(p, a) (rule RELEASE).

Process allocation. Figure 11 depicts the abstract allocation strategy for
threads, where a process identifier is abstracted by the expression it evaluates.
This allocation strategy results in an analysis where abstract process identifiers
are not sensitive to the history of the program under analysis. The abstract
process allocation function therefore simply extracts the expressions being
evaluated by the process.

5.8. Non-Modular Analysis of \-
In order to perform a non-modular analysis of A\, programs, one can define
a transition relation that acts not on program states, but rather on process

states: (= ;) : Il x Store x KStore x 11 x Store x I@e, which we provide
in Appendix B. This transition relation performs a step on a process p in
a process map 7 € II, which are mappings fom process identifiers to their
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Abstract state space

b€ Val:=... | ref(a)
Effects .
eff € Effect == ... | r(a) | w(a)
Transition relation
& = alloc 5,6 F aell

alloc(ae, &)
(

(ev((ref ae),p),k), 6,25 (k

p, 6 aellref(a) o€ 6(a)

——— —— DEREF
(ev((deref ae),p),k),6,5 ~% (ko(d),k), 5,5
0,0 F U ref(a p, o I ae Uo
p, 0 ae/l\} re (/c\z) P, 0 aeAlL 0] _ REFSET
(ev((ref-set ae ad),p),k),5,= &) (ko(d),k),o U [a— {0} ],=

Figure 9: Abstract semantics of references in the A, language.

corresponding process states. From this transition relation, we can then define
a transfer function similarly as for Ay, with the addition that the process
that performs the step is non-deterministically picked. The fixed point of
this transfer function, Ifp(F¢) over-approximates all reachable program states
under all possible process interleavings.

5.4. Applying MODCONC to A\,

Instead of performing a non-modular, all-interleavings analysis, we instan-
tiate MODCONC to A, programs. The first two steps of the application of
MoDCONC consists in defining the semantics of the language under analysis
and an abstract and sequentialized version of this semantics, which is what
we have so far.

Intra-process analysis. The third step of MODCONC is to define the intra-
process analysis, which fully explores one thread in our case, given a number
of assumptions. This intra-process analysis, defined in Fig. 13 along with its
state space, is parameterized by the following values:

o The process identifier of the process under analysis: p,
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Abstract state space

ve Val :=... | lock(a) | locked(p) | unlocked
Effects .
eff € Effect :=... | acq(p,a) | rel(p,a)

Transition relation

i = alloc((new-1ock), &) NEWLOCK

(ev((new-lock), p), E), 5,25

(ko(lock(a)), k), 6 U [a — {unlocked} |,=

p,6 - aellock(a)  6(a) S unlocked

-~ — ACQUIRE
(ev((acquire ac),p)), k5,5 ~H0
<k0(lock(d)),%), 6 U [a— {locked(p)} ],é
p,0 Al k(a 5(a) 2 locked(p
0,6 F ae | lock(a) &(a) 2 locked(p) —_——

(ev((release ae),p),k),s,= rel(p,a),

(ko(lock(a)), k), 6 U [a — {unlocked} |,

Figure 10: Abstract semantics of locks in the A, language.

o The initial process state of the process under analysis: ¢,

o Over-approximations of the value store and continuation store when

this process is executed: 7o and =,

o A thread-join store, which contains return values of other threads: J.

The state space of the analysis consists of the set of reachable process
states (5), the value and continuation stores (¢ and =)), and the sets related
to effects. The latter comprise the set of created processes (C'), the set of
processes on which a process may join (in the thread join sense) (P), and the
set of addresses on which a process depends (A). This last set corresponds to
addresses that are read from or written to, or locks that are accessed.

The transfer function operates as follows with respect to generated effects

and effect sets:
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Process identifier allocation

p € PID = Eap palloc(ev(e, ), )=e

Figure 11: Allocation of process identifiers in ..

Non-modular transfer function

F<(8) = {(Imain > (ev(e, [), ko)L, [, (oo - €]} }
U {(ﬁ’,&’,ﬁ’) | (#,6,2) €S A p € dom(7) A #,6,25 7?/76',@}

Figure 12: Transfer function for non-modular analysis of \,.

1. The initial state of the process, with the corresponding stores, is visited.

2. Effect-less transitions are trivially taken and generate no communication
effects.

3. Transitions that create a process add an element to the set of created
processes.

4. Transitions that join on another process p’ add the dependency on
process identifier p’ to the corresponding set.

5. Other transitions that read from a reference, write to a reference, acquire
a lock, or release a lock at a specific address register the address accessed
as a dependency in the corresponding set of addresses. In the case of
locks, the value of p inside the communication effect must correspond
to the current process identifier.

Inter-process analysis. The inter-process transfer function uses a process

map 7 € 1l = PID — (In%S\tate X i) that maps every process identifier to
the most recent intra-process analysis state and to the initial state of the
corresponding process. This transfer function relies on the following functions
defined in Fig. 14.

. explore:ﬁxﬁfbxix,%xmex(]/&o\m%ﬁxs(to\mxmexme
requires the current process map 7 and performs an intra-process anal-
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Intra-process state space

IntraState = P(S) x Store x KStore
x P(Created) x P(@) X P(mﬂ)
Created = PID x S

Intra-process transfer function

fﬁ,éo,&o,éo,j«s’ 6—7 éa Cv P’ A>) = <{§A} ) 6—0’ EO’ @, @, ®>

Ul |{¢r.6.8. 2.2 )
ées

N A D~ At A
G,0,= ~> ¢ ,0 ,=2

U e 6 B A6, %)}, 2,9)
ces
&85 % &6 B
p'=palloc(éz)
U |{<¢y.6.2 2.0}, 2)
ces
e 2 302, o
veJ(p’)
u| |(<¢r.6'. 2 2, 2.{a})

ses

=1

PP ;ff INAPY =7
. ¢, 6,2~ 36 =
effe{w(a),r(a),acq(p,a),rel(p,a)}

Figure 13: Transfer function for the intra-process analysis for A;.
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ysis on the actor with the process identifier p, initial state ¢, using the
value store &, the continuation store = and the join store J. It returns
a process map, a value store, a continuation store and a join store
containing the information resulting from the intra-process analysis.

e created : 11 — P(Fﬁ) X /X\]) returns the set of all created threads inferred
by the intra-process analyses, described by their process identifier and
initial thread state.

e joins: 11 x TStore — 73(15[7) x 3) returns the set of threads (described
as a pair of process identifier and initial thread state) that join a thread

for which the return value has been inferred and stored in the join store
J.

e conflicts : 1T — P(]gﬁ) x 3) returns the set of threads (described as a
pair of process identifier and initial thread state) that may be in conflict
with other threads because they access the same reference or lock.

Eas

explore(r,p,<, 6,2, f) ={(p— (s,f)],[f’,é’, A’)
where s = lfp(ﬁﬁ’éﬁéj)
and (62, , , )=s joins(#,J) = | (h,<)
and J' = | |[p+ {v}] o= e )
o=@ renlwze
(ko(v),ko) €S created(w) = U C
conflicts(i) = | {(5,<). (7. ¢)} o= )

p,p' €dom(7)
w(P)=((— s +A)Q)
A= s A
ANA'#£2

Figure 14: Auxiliary functions used by the inter-process transfer function for ;.

Figure 15  depicts  the  inter-process  transfer  function
Ge : Il x Store x KStore x JStore — II x Store x KStore x JStore. This
transfer function performs the following operations.
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1. The main thread is analyzed by the intra-process analysis.

2. Each newly-created thread discovered by a previous intra-process anal-
ysis (as extracted by the created function) is analyzed.

3. Each thread that joins another thread for which a previous intra-process
analysis has inferred a return value (as extracted by the joins function)
is reconsidered for analysis to account for the possibly new inferred
return values.

4. Fach thread that accesses a memory address that is part of the set
of conflicting addresses between different threads (as extracted by the
conflicts function) is reconsidered for analysis to account for a possible
change in value at the conflicting address.

The inter-process analysis of a A, program e is then the computation of
the fixed point of this transfer function, 1fp(G¢), and results in an over-
approximation of the set of all reachable thread states contained in a process
map, as well as an over-approximation of the value store and continuation
store.

G°((#,6,5,.7)) = explore([], po, (ev(e, [}), ko), 6,2, J) (1)
L |_| explore(7, p, 6,&,§,f) (2)
(p,$)Ecreated(F)
U |_| explore(#,p, <, 6,8, J) (3)
(p,) Ejoins(#,J)
L |_| explore(7, p, 676,§,j) (4)

(p,¢) E conflicts(#)

Figure 15: Inter-process transfer function for A..

Soundness of this analysis follows from the argument given in Section 3.3.2.
The inter-process analysis adds a linear factor, proportional to the number of
abstract processes created, the number of join operations performed, and the
number of addresses accessed (for locks and references), to the complexity of
the intra-process analysis. When the intra-process analysis is polynomial, as
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is the case for the intra-process analysis defined here, the modular analysis
retains a polynomial complexity.

6. Actor-Based Concurrency

In this section we add support for actors to the base language \y from
Section 4 and then show how MODCONC can be applied to this extended
language. We present this on a higher-level, as most of the developments are
similar to the ones made for A, in the previous section. We add two new
concepts to Ag.

1. Actor definition, creation, and evolution. Actors can be created by
instantiating some defined actor behavior, resulting in the creation
of a new process. Actors are associated with state variables, which
characterize the state of the actor. An actor can update its behavior by
becoming a behavior with updated state variables.

2. Messages. Actors can send messages to and receive messages from
other actors. Message handling is central to the concept of actors and
therefore each actor is defined with message handlers for each type of
message the actor may receive. A message is associated with a tag
to indicate its type, which is used to select the appropriate message
handler in the receiving actor. Messages can contain any number of
values of any type.

6.1. Actor Language: A,

Extending the base language Ay with actors and messages results in
the actor-based concurrent higher-order language \,, of which the syntax
extensions are given in Fig. 16. The factorial definition in Listing 2 is an
example of a program written in an extended version of \,.

The actor primitive defines an actor behavior, associating the types of
messages the behavior can receive with a corresponding message processing
body. Primitive create spawns a new actor from a given behavior and returns
its process identifier, while become changes the behavior of the current actor.
Primitive send sends a message to a specific actor identified by its process
identifier. Messages exchanged between actors consist of a tag ¢t (a simple
name) and an argument. Like variable names, tags are syntactic elements of
which there are a finite number within a program.
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Syntax
e€ Fxp:=... ae € AExp == ... | act
| (create aeae) acte€ Act::= (actor (x)
| (send aet ae) t e

| (become ae ae)
Syntactic functions

VAR((actor (z)...)) ==
HANDLER( (actor (z)...(t (y) e)...),t) = (y,e)

Il
—~~

Figure 16: Syntax of the actor-based concurrent higher-order A\, language.

To simplify the presentation, but without loss of generality, A, is limited
to actors and message handlers with one argument. Our implementation,
described in Section 7.1, supports an arbitrary number of arguments.

6.2. Abstract Semantics of A,

The abstract semantics of A, is defined in a similar manner as for A,.. We
provide the full abstract semantics in Fig. 17 and highlight here the differences
and similarities with the semantics of A,.

State space. Actor definitions are first-class values (actdef) in the language,
whereas threads have no definitions as they are simply defined by their
expressions e. A process state (<) has the usual control component ¢ and
continuation address /k\, but has one more component: the current behavior b
of the actor. An actor can have as behavior either an actor definition coupled
to its extended definition environment (act), or the behavior of the main actor
(main). Compared to Ay and A, the control component has an additional
possible value: an actor can be waiting for a message.

Actors can generate three kinds of communication effects. Creating a new
actor generates a create effect ¢(p,<), stating that an actor with initial state
¢ and process identifier p is created. This effect is identical to the one for A,.
The other effects differ: actors have no shared states nor locks, but rather
communicate by exchanging messages. An actor can therefore send a message
with tag t and argument v to an actor with process identifier p, generating
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communication effect snd(p, ¢,7), and an actor receiving a message with tag
t and argument v generates rcv(t, 0) as communication effect.

Transition relation. Atomic evaluation is extended to support actor definitions.
Evaluating an actor definition yields an actordef value that pairs the definition
with the binding environment (rule ACTOR).

To create an actor, the behavior and arguments given to create are
evaluated and a create communication effect is generated containing the state
of the new actor, initially waiting for messages. The creating actor then
reaches the process identifier of the created actor as value (rule CREATE).
An actor can change its behavior through a become statement that binds the
new value of its argument to the given value and sets the actor to a wait
state (rule BECOME).

Sending a message requires evaluating the first argument to the process
identifier of the receiving actor, evaluating the message argument, and gen-
erating the corresponding communication effect (rule SEND). Receiving a
message depends on a rcv communication effect, and requires extracting
the handler corresponding to the tag of the received message, binding the
handler parameter to the received value, and evaluating the handler body
(rule RECEIVE).

Just as for A\, we propose in Fig. 18 an allocation strategy that doesn’t
preserve process history information: an abstract process identifier of an actor
is the syntactic behavior definition with which this actor has been spawned.

6.3. Modular Analysis of A\,

We skip the description of non-modular analysis of A\, as it is similar to
the one of \,, and instead focus on highlighting the similarities and differences
in the modular analysis of A\, with respect to the one of \,.

Intra-process analysis. The intra-process analysis of ), is similar to the one of
A it explores every process state reachable from the transition relation, and
store the impact of communication effects in sets that are used by the inter-
process analysis. As for \;, the set of processes created by the process under
analysis is computed (C'). The only other set needed is the set of messages
sent to other actors (M). The intra-process analysis transfer function is
provided in Fig. 19, and performs the following operations.

1. The initial state and stores are part of the intra-process analysis state.
The initial sets of created processes and sent messages are empty.
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Abstract state space

feiszlxl?e\hxmr

¢ € Control = ... | wait
be Vali=... | actdef(act, p)

b€ Beh = act(act,p) | main
pE PID a finite set of process identifiers

Effects -
eff € Effect ::=c(p,<) | snd(p,t,v) | rev(t,v)

Atomic evaluation

- AcCTOR
p,0 F act || actdef(act, p)
Transition relation
5,6 - ae | act(act, p')
5,6 1 ae 1 d:a/llo\cx,& x = VAR(act
p Y ( )A . A/( h)  Crpate
(ev((create ae ac'),p), 675),6,@ MM
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Figure 17: Abstract semantics of the A\, language.
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p € PID = Beh palloc({_,b, ), )=1b

Figure 18: Abstract allocation strategy for the A, language.

2. Effect-less transitions are taken without generating any communication
effect.

3. Transitions that process a message or change the behavior of the actor
are taken without adding information to the set of created actors and
messages sent.

4. Transitions that create a process add an element to the set of created
processes.

5. Transitions that receive a message extract the message content from
the mailbox.

Inter-process analysis. The inter-process analysis for \,, as for the one for
-, operates on a process map. A difference lies in the fact that this process
map also contains an abstract mailbox for each actor: = € Il = PID —
(IH%S\tate X 3 x Mboz).

The transfer function relies on the following auxiliary functions, defined
in Fig. 20, and which works is similar ways as the auxiliary function for ..

. ewplore:ﬁﬁ?xixmxwxme—)ﬁxé'/to\mxﬁto\reper—
forms an intra-process anab//s\is on the actor with the process identifier
p, initial state ¢, mailbox mb, using value store ¢ and continuation
store =. It returns a process map, value store and continuation store
containing the information resulting from the intra-process analysis.

e created : 11 — P(fﬁ) X f]) returns the set of all created actors com-
puted by the analysis, described by their process identifier and their
initial actor state.

o sent: 1l x PID — P(M@e) returns the set of messages sent to actor
with process identifier p.
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Intra-process analysis state space

IntraState = PE) x Store x KStore
x P(Created) x P(Sent)

Created = PID x &
Sent = PID x M@e

Intra-process analysis transfer function
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Figure 19: Transfer function for the intra-process analysis for A,.
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explore(p, ¢, mb, &,2) = ([p — (s.¢,mb)], 6", )

where s = lfp(F, = —)and (_,d, @7*7 _)=s

$,$,6,5,mb

created() = U C sent(#, p) - U {rm}

pedom(r) N pEdom(7t)
#(3)=(_—_.C,_) ) ﬂ(p)_((G%TeﬂM)’ )

Figure 20: Auxiliary functions used in the inter-process analysis for \,.

Finally, the inter-process analysis for A, explores all processes based on
the information inferred from previous intra-process analysis, in a similar way
as for \.. It is depicted in Fig. 21.

1. The main process has an empty mailbox and is analyzed with the
intra-process analysis.

2. Each process to which a message is sent—as extracted from the results
of previous intra-process analyses by the sent function—is re-analyzed
with an updated mailbox.

3. Each process that has been created—as extracted from the result of
previous intra-process analyses by the created function—is analyzed,
starting with an empty mailbox.

As for \;, the result of running the inter-process analysis is a process map
that maps each abstract process to its set of reachable process states, and its
set of generated effects. In addition, an over-approximation of the mailbox of
each actor is also computed.

The soundness and complexity of the modular analysis for A, follow in the
same way as they do for A,: the soundness of the inter-process analysis follows
from the soundness argument given in Section 3.3.2, and the analysis remains
polynomial, where the number of abstract processes created and abstract
messages sent add a linear factor to the complexity of the intra-process
analysis.
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Figure 21: Inter-process analysis transfer function for A,.

7. Empirical Validation

We applied the modular analyses described in this paper to a number
of benchmark programs to compute flow graphs over-approximating the
behavior of concurrent programs written in A, and A,, and to deduce the
communication effects that may be generated by each process. We performed
a number of experiments on our implementation of the analyses and their
result.

7.1. Implementation

We applied MoDCONC to both the thread-based language A, and the
actor-based language \,. We employed the SCALA-AM static analysis frame-
work [90, 88] to implement support for these languages and their analyses.
We made this implementation available through a replication package®. The
base Scheme language supported by SCALA-AM goes beyond \g, being a
large subset of RARS Scheme [2] with support for lists, cons cells, vectors,
and around 100 standard Scheme primitives and other Scheme constructs
such as named lets, do-notation, etc.

Our implementation also contains an optimized non-modular analysis of
both A, and A,. The non-modular analysis and the modular MoDCONC

2 Available at https://github.com/acieroid/scala-am/tree/modularthreads for
the thread-based language, and at https://github.com/acieroid/scala-am/tree/
modularactors for the actor-based language.
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analyses share the same code base, and we applied a number of common
optimizations in their implementation. The optimizations applied to the
non-modular analyses are essential to improve their scalability in order to
support more than a handful of benchmarks, while the optimization applied
to the modular analyses is a common application of general knowledge about
fixed points. Altogether, this shared code base and optimizations ensure that
when comparing non-modular and modular versions of the analyses, we do
compare the impact of MODCONC on the results of the analyses.

Strong updates in non-modular analyses. The implementations of the non-
modular concurrency analyses take advantage of strong updates over the
process map where possible [68]. With this improvement, when an abstract
process identifier maps to a unique abstract process in a process map, joins
can be replaced by updates. As soon as a process identifier may map to more
than one concrete process, joins still have to be used to ensure soundness. This
yields an important improvement for the analysis of programs in which some
of the abstract processes are created only a fixed number of times. However,
as soon as an abstract process is created more than once (e.g., for worker
threads created at the same syntactic location in a loop), strong updates
cannot be performed anymore, so we do not consider this improvement crucial
for analyzing programs that create unboundedly many processes.

Macro-stepping in non-modular analyses. A crucial optimization for the
non-modular analyses is the use of abstract macro-stepping [3, 89]. Under
this optimization, a non-modular analysis explores the behavior of a single
process until it performs an operation that may influence other processes.
This drastically reduces the number of interleavings to explore, yet preserves
soundness.

Fized-point computations in modular analyses. The fixed-point computations
of the modular analyses are only performed when necessary. If during an
iteration of the inter-process analysis a process depends on communication
effects for which the process was already analyzed, then that process is not
reanalyzed because the result of the analysis would yield identical results.

7.2. Benchmarks

We validate our analyses on two sets of 28 benchmark programs, one set
for each concurrency model. These benchmark programs are listed in Table 1
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and available online?.

Our actor programs stem from the widely-used Savina benchmark suite [56],
which consists of 28 actor programs written in Scala. These benchmark pro-
grams exhibit multiple instances of actors and dynamic process creation. We
translated each benchmark program—ranging from 102 to 616 lines of Scala
code—to our extended version of A\, resulting in programs that range from 17
to 293 lines of code. Programs of this size are beyond what is currently sup-
ported by existing non-modular analyses for actor programs, as demonstrated
in Section 7.4.

For multi-thread programs there exist no benchmark suite equivalent
to the Savina suite for actor progams. We therefore created our own suite
of benchmark programs inspired by common concurrency problems and
literature, including usual concurrent algorithms such as the alternating bit
protocol, the Dekker algorithm, the producer-consumer problem, the dining
philosophers problem; multi-threaded implementations of common computer
science problems such as matrix multiplication, factorial computation, sorting
algorithm, sudoku solution checker; and implementation of concurrency models
(actors, atomics and software transactional memory) on top of threads. These
benchmarks range from 40 to 219 lines of A\, code.

For our evaluation, we executed all benchmark programs under Scala
2.12.2 using Java 1.8.0_102 on a Mid-2014 MacBook Pro with a 2.8 GHz
Intel Core i7 and 16 GB of RAM, and we report on the average timing of 20
runs after 10 warmup runs.

7.8. Soundness Testing

Section 3.3.2 outlines the soundness proofs for the analyses described in
this paper. In addition, we provide empirical evidence for the soundness of our
implementation of MODCONC for A, and A, through soundness testing [77, 5].
To this end, we verify that all information recorded during concrete runs of
each benchmark program is indeed over-approximated by the analysis of the
same program. No unsound results were reported for any of the benchmark
programs, i.e., the implementation of the analyses over-approximate every
value that was observed during the concrete runs.

Shttps://github.com/acieroid/scala-am in the directory actor/savina of the
branch modularactors for actor benchmarks, and in the directory threads/suite of
the branch modularthreads for the thread benchmarks.
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7.4. Performance

We compare the performance of the non-modular analyses to the modular
MobDCoNC analyses for A, and A, programs. Table 1 lists the results of
our experiments. It is evident that our modular analyses scale beyond non-
modular ones, as they are able to analyze all programs in our benchmark suite
in under 30 seconds, while non-modular analyses can only analyze slightly
more than half of them before timing out after 30 minutes.

Actors Threads

Benchmark  NonMod Mod Benchmark NonMod Mod

PP 0.11 0.03 ABP 1.01 0.04
COUNT 0.09 0.02 COUNT 51.08 0.04
FJT 0.03 0.02 DEKKER 0.27 0.01
FJC € e FACT 00 0.38
THR 233.74 0.02 MATMUL 00 7.09
CHAM 1499.94 0.05 MCARLO 1134.67 0.02
BIG o) 0.06 MSORT 00 0.34
CDICT 21.25 0.09 PC 12.13 0.03
CSLL o) 0.08 PHIL 0.41 0.03
PCBB 102.99 0.66 PHILD 4.82 0.03
PHIL e 0.05 PP 0.60 0.02
SBAR o) 0.08 RINGBUF 00 0.10
CIG 1.40 0.05 RNG 0.71 0.04
LOGM o) 0.11 SUDOKU 00 0.15
BTX 2.50 0.08 TRAPR 0.42 0.05
RSORT 12.98 0.03 ATOMS 8.71 0.10
FBANK 619.85 0.15 STM 00 19.76
SIEVE 0.09 0.03 NBODY 00 1.26
UuCcT [e%s) 0.85 SIEVE 0.64 0.16
OFL [e) 5.75 CRYPT 00 20.48
TRAPR 10.24 0.08 MCEVAL 00 5.23
PIPREC 0.38 0.05 QSORT 00 0.19
RMM o) 0.45 TSP 00 0.87
QSORT o) 1.41 BCHAIN 0.46 0.24
APSP [e) 1.06 LIFE 663.71 5.69
SOR o) 2.39 PPS 56.67 0.54
ASTAR 0 0.26 MINIMAX oo 7.74
NQN 00 0.55 ACTORS 00 1.61
Analyzed 15/28  28/28  Analyzed 15/28  28/28

Table 1: Performance evaluation on our two benchmark suites. The NonMod columns
indicate timing for non-modular analyses, and Mod columns indicate timing for MODCONC
modular analyses. Times are in seconds. We employed a timeout of two minutes, after
which we denote an analysis time as infinite (co). We denote the analysis time as € if the
analysis completes under 1 millisecond.

41



7.5. Precision

Similar to the empirical verification of soundness above, we also measure
the precision of the different analyses according to the precision evaluation
method of our previous work [89], by comparing the maximum-precision
abstraction of the observed values* in concrete runs of the programs with
the abstract values computed for each analysis. To that end, we aggregate
all observed values during each of the 1000 concrete runs of each benchmark
program, and we compare these values after abstraction to the results of
the analysis. Values computed by the analysis for which no corresponding
concrete value has been observed are called spurious and result in loss of
precision. The more spurious elements an analysis produces, the less precise
the results of the analysis become. We count the spurious elements for each
benchmark program and report on these numbers in Table 2

For )\, programs, we observe created threads, joined threads, read and
written addresses, and acquired and released locks. For A\, programs, we
observe created actors, received messages and become statements executed.

We conclude that the precision of each non-modular analysis is identical
to the precision of its modular counterpart for those benchmark programs on
which both analyses terminate (i.e., do not time out). Overall, the precision
of modular thread analysis is 90% on the benchmark suite for A\, programs®,
and the precision of the modular actor analysis is 94% on the benchmark
suite for )\, programs®. We investigated each false positive to determine what
caused them and why they are higher for the thread-based benchmarks than
for the actor-based ones. A first difference lies in the fact - more effects -
read/write/acq/rel effects more complex than send/receive - slightly more
complex control-flow

Note that the reported number of spurious elements are merely an upper-
bound on the number of potential spurious elements, as they correspond to
elements that have not been observed in any concrete execution but that may
be present in unexplored concrete executions, and are therefore accounted for
in the results of the analysis.

4For each concrete run of a benchmark, concrete values are observed and recorded. After
all concrete runs of a benchmarks, the set of observed values is abstracted into the abstract
domains of \; and A,. These abstracted values correspond to the maximal precision that
can be attained by an analysis with that abstract domain.

5380 true positives and 44 spurious elements, %&4 = 0.896.
6317 true positives and 20 spurious elements, #4:20 =0.941.
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Actors Threads

Benchmark Observed NonMod Mod Benchmark Observed NonMod Mod

PP 9 0 0 ABP 20 0 0
COUNT 8 0 0 COUNT 6 4 4
FJT 3 0 0 DEKKER 16 5 5
FIC 2 0 0 FACT 21 - 8
THR 5 - 0 MATMUL 40 - 0
CHAM 10 - 0 MCARLO 12 - 0
BIG 10 - 0 MSORT 12 - 0
CDICT 13 0 0 PC 15 0 0
CSLL 16 - 0 PHIL 4 0 0
PCBB 13 0 0 PHILD 8 0 0
PHIL 13 - 0 PP 6 0 0
SBAR 19 - 0 RINGBUF 19 - 2
CIG 9 0 0 RNG 6 0 0
LOGM 15 - 0 SUDOKU 58 - 0
BTX 9 0 0 TRAPR 2 0 0
RSORT 10 0 0 ATOMS 6 0 0
FBANK 38 - 0 STM 11 - 7
SIEVE 8 0 0 NBODY 25 - 0
UCT 20 - 8 SIEVE 4 2 2
OFL 13 - 0 CRYPT 2 - 2
TRAPR 7 0 0 MCEVAL 2 - 2
PIPREC 8 0 0 QSORT 18 - 0
RMM 14 - 0 TSP 12 - 8
QSORT 6 - 0 BCHAIN 7 0 0
APSP 5 - 1 LIFE 16 - 4
SOR 12 - 12 PPS 10 0 0
ASTAR 11 - 0 MINIMAX 4 - 0
NQN 11 - 0 ACTORS 18 - 0
Total 317 - 20  Total 380 - 44

Table 2: Precision evaluation on our benchmark suite. The Observed columns provide
the number of observed values in all of the concrete executions of each benchmark. The
NonMod columns provide the number of spurious elements, or false positives, for non-
modular analyses. A dash (—) is used when the analysis does not terminate on a benchmark.
The Mod columns provide the number of spurious elements for modular analyses. The
final line provides the total count of observed elements and spurious elements.
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7.6. Scalability

We empirically verify the scalability of the modular analyses. To this
end, we generate synthetic benchmark programs for each added factor to the
complexity of the analysis (e.g., number of thread joins, number of actors
created, ...). Each benchmark has a parameter that will increase the number
of the factor in question. We expect to see the time of analysis increase
linearly with the increasing values of the parameter in each benchmark.

We ran each benchmark 20 times after 10 warmup runs for values of
each parameter ranging from 1 to 150. Figure 22 depicts the results of our
experiments. These results empirically demonstrate that the modular analysis
for A, scales linearly with the complexity of the sequential analysis, adding
as factors the number of different process created, the number of joins and
the number of conflicts. We also demonstrate that the modular analysis for
Ao scales linearly with the complexity of the sequential analysis, adding only
the number of different actor behaviors created and the number of different
kinds of messages sent as factors.

In conclusion, these experiments support the claim that our modular
thread analysis scales linearly with the number of abstract process created,
the number of joins performed, and the number of conflicts on addresses,
and that our modular actor analysis scales with the number of different
actor behaviors created and the number of different kinds of messages sent
(Section 3.3.3).

8. Related Work

Our MopCoNcC method derives a modular concurrency analysis from
a sequentialized concurrency analysis that collects communication effects
instead of directly applying them. In this paper, the sequential analysis
we use is inspired by Van Horn and Might’s work on Abstracting Abstract
Machines (AAM) [50]. An AAM intra-process analysis can be parameterized
in such a way that it is able to infer communication effects of processes
with sufficient precision. The resulting MODCONC analysis that drives the
mutually dependent intra-process and inter-process fixed-point computation
to analyze the whole concurrent program is completely automatic, requiring
no interaction with the application developer. It approximates the control
flow and data flow in concurrent programs, while scaling beyond non-modular
analysis techniques. We discuss here other related analysis methods for
concurrent programs.
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Figure 22: Scalability evaluation. Each graph corresponds to a benchmark which is
parameterized by a value (p for abstract processes, j for join operations, ¢ for conflicts,
m for number of messages, and b for number of actor behaviors) that is increased from 1
to 150, and shows the running time of the analysis in function of the value of the given

parameter.
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8.1. Dynamic Analyses

There exist many dynamic methods to analyze concurrent programs,
which are generally unsound and are hence used for bug detection purposes.
Examples include FindBugs [51], which performs syntactic checks on Java
programs to detect shared-memory concurrency bugs, and Dialyzer, for de-
tecting race conditions in Erlang programs [17]. However, the aim of our
work is to over-approximate the behavior of concurrent programs in a sound
manner, at the cost of being subject to imprecisions. Unsound tools are, in
contrast, aimed at precisely detecting certain defects.

There exists a number of dynamic analyses based on automated testing:
dCUTE [81], Basset [63], Bita [93] and Concuerror [16] perform automated
testing of actor-based programs, while jJCUTE [82, 84, 83] is a concolic tester
for multi-threaded Java programs supporting dynamic process creation. They
rely on concolic testing [80] and incorporate partial-order reduction as a
way to reduce the number of interleavings to investigate during the analysis.
Partial-order reduction methods reduce the state space that has to be explored
by an analysis, by identifying equivalent process interleavings. MoDCONC
does not rely on such state space reduction technique as it does not explicitly
model interleavings, and is therefore not impacted by state explosion due to
interleavings.

A large body of work has been dedicated to the detection of race conditions
and of deadlocks in multi-threaded programs. A recent survey [49] describes
43 race detectors, all of which are focused on bug detection rather than on
sound analyses, as are most dynamic deadlock detectors [35, 6, 96, 28, 76].
Again, the approach taken by MODCONC is the opposite: it provides a sound
over-approximation of the possible behaviors of the program under analysis,
through static analysis.

8.2. Model Checking

A large effort has been devoted to verifying concurrent systems using
model checking techniques [46, 20, 42, 40, 36, 39, 33, 64, 92, 18|.

Most model checking tools (e.g., SPIN [46]) require the program to be
modeled in a formal specification language. Exceptions to this include Ban-
dera [20], Java PathFinder [42], VeriSoft [40], and McErlang [36]. Bandera,
Java PathFinder, and VeriSoft are able to deduce the specification from
the program source, while McErlang implements an Erlang virtual machine
that supports temporal logic queries. All these tools perform verification by
taking as input temporal logic formulas that should hold during the program
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execution. These formulas are verified against a non-modular analysis of
the model. To mitigate the state explosion problem, state-space reduction
techniques are used to avoid exploring redundant interleavings. Techniques
such as partial-order reduction have been proposed in the context of shared-
memory concurrency [39, 33] and actor-based concurrency [64, 92] to this
end. However, even though model checkers can analyze large programs, they
are still subject to state space explosion. Moreover, model checkers require
the number of processes to be fixed for one verification run: on a generic
program with an unspecified number of processes, the model checker has
to be run with one process, two processes, etc. MODCONC, on the other
hand, results in scalable analyses that do not require state-space reduction
techniques and can deal with an unbounded, unspecified, number of processes.
Also, MoDCONC-based analyses provide an automatic over-approximation
of the possible executions of a program without requiring any user-defined
specifications. Future tools can then use this over-approximation as input in
order to verify specific properties.

Atig et al. have studied decidability results for concurrent programs
with shared memory [9] and locks [10], proposing restricted models under
which some properties become decidable, enabling model checkers to prove
such properties under specific assumptions. In comparison, MODCONC,
following the abstract interpretation approach, uses abstractions to overcome
the decidability barrier at the cost of precision, but without limiting the
program under analysis.

Lal and Reps have introduced the notion of context-bounded analysis [62],
in which partial correctness guarantees are given by verifying a program
within a bound on the number of context switches. MoODCONC does not
make any assumption on the number of context switches.

8.8. Abstract Interpretation

Might and Van Horn extended the AAM approach to a concurrent, shared-
memory concurrency setting [68, 87|. The resulting analysis is a non-modular
analysis of threads.

Another approach to abstract interpretation for concurrent higher-order
programs is Jagannathan et al’s work [95, 59, 58]. This abstract interpreter
computes the possible values of every variable at each program point in
order to perform compiler optimizations, and supports both dynamic process
creation and higher-order functions. Unlike our approach, this analysis is
performed globally on the program which negatively impact scalability, while
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our approach performs intra-process analyses that are managed by an inter-
process analysis to scale.

Huch founded a line of work on abstract interpretation of actor-based
programs [52, 53, 54, 55] for automatic analysis of actor-based concurrency.
This work was continued by D’Osualdo in Soter [27, 26, 25]. Soter performs
automatic analysis of Erlang programs to verify the absence of errors, and
requires user-defined code annotations to verify bounds on mailboxes and
mutual exclusion. Soter proceeds in two phases: the first phase computes a
model of the program under analysis, and the second phase performs model
checking on this model with a property to verify. Like our approach, Soter
supports programs with an unbounded number of dynamically created actors.
However, unlike our modular approach, Soter’s scalability is limited because
it performs a non-modular analysis.

Our previous work on non-modular verification of actor-based concur-
rency [89] is a fully automated technique for verifying the absence of error
states and for inferring bounds on mailboxes. As an analysis that immediately
applies inter-process communication effects to the global analysis state, it is
subject to the state explosion problem and does not scale beyond synthetic
programs. The non-modular analysis, however, is able to reason about the
order of messages received by each actor. This is in contrast to the actor-based
MoDCONC analysis presented in this work, which approximates a mailbox as
an unordered set of messages.

Miné [71] introduces a modular abstract interpretation that reasons over
the values of variables in a concurrent, shared-memory setting. This technique
has been integrated into the AstréeA static analyzer [70] and has been used to
verify very large programs, being able to analyze programs of up to 1.7 million
lines of code with 15-predefined running threads in a few days. MoDCONC
analyses have not been tested on programs of that order of magnitude. Our
technique performs modular abstract interpretation too, but in addition
supports dynamic process creation and scales linearly with the number of
dynamic processes created.

Similarly, Midtgaard et al. [66] introduce an iterated process analysis for
synchronous message passing programs consisting of two processes. Like
our MODCONC analyses, this analysis is based on an intra-process analysis
that analyzes each process in separation, and an inter-process analysis that
combines the results in a global fixed-point loop. The approach is able to
analyze the order of messages in the possible executions of a programs, while
our actor formulation of MODCONC does not infer this information. However,
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the analysis of Midtgaard et al. [66] is limited to programs with two processes,
while MoDCONC focuses on supporting dynamic process creation.

8.4. Proof systems

Techniques based on proof systems for Erlang such as Rebeca [85, 86], the
Erlang Verification Tool [7, 8], and the work by Dam and Fredlund [24] require
proof system expertise to prove the correctness of a program. MoDCONC
analyses are completely automatic and require no such expertise.

Concurrent separation logic [78] enables reasoning about thread-based
concurrent systems in a modular way, focusing on resource usage. Techniques
have been proposed to infer logic formulas for (non-concurrent) separation
logic [14], but we are not aware of automatic inference for concurrent separa-
tion logic, nor of the existence of similar techniques for actor systems. There
exists a number of tools and methods to verify concurrent programs anno-
tated with specifications in concurrent separation logic [11, 57], or in other
similar logics, such as rely-guarantee [60], assume-guarantee methods [32],
and others [61]. These approaches lack in terms of inference and require
user-provided specification of components (procedures and/or processes) in
order to verify programs. This is not a concern for MODCONC, because our
technique requires no user intervention or annotation.

8.5. Type Systems

There exist various type systems that aim at ensuring specific properties
about concurrent systems, both for thread-based concurrency [13, 12, 30, 12,
29,1, 79, 6, 96, 75, 76, 28] and actor-based concurrency [23, 74, 47, 48, 22].
Such type systems support unbounded creation of dynamic processes, as
MobDCoONC does. The main differences are the domain of application: type
systems have a very specific application (e.g., proving the absence of deadlocks)
and are hard to re-use for a different application, while a MODCONC analysis
can be used as input for a number of applications, as described in Section 3.4.

Type systems for concurrent programs focus mostly on eliminating race
conditions and deadlocks. Multiple extensions of the Java type system have
been described to ensure the absence of certain concurrent properties such as
race conditions [13, 12, 30, 15] and deadlocks [12, 29], some with support for
type inference [1, 79, 97], relieving the developper from annotating the program
by hand. MoDCONC does not require any annotation from the developper,
and is not focused on detecting such defects but rather on analyzing control
and data flow as a way to build other analyses.
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Dagnat and Pantel [23] introduce a type-based static analysis that infers
interfaces for actors in a subset of Erlang with the goal of detecting orphan
messages, i.e., messages sent to but never handled by an actor. Our approach
can be used to generate the same information, but reasons about more general
control flow and data flow properties. In the domains of active objects and
process networks, both related to actors, addition of implicit synchronsation
on futures has been proposed in order to enable verification of the absence of
deadlocks [38, 37, 43].

Session types enable the verification of adherence of programs to a protocol.
Mostrous and Vasconcelos have studied session typing for Erlang [74] for
ensuring that sent messages have the expected types. Unlike our approach,
this type system is limited to programs that exhibit no unbounded behavior
and are written in a specific programming style.

In multiparty session types [47], the protocol is expressed as a global type
and can involve multiple parties. Typical multiparty session types rely on
channels used by at most two entities at a time, while in the actor model any
number of actors can send messages to an actor. Multiparty asynchronous
session types solve this limitation [48] by allowing an arbitrary number of
parties participating in a session. However, the global type that specifies the
system requires advanced knowledge about the topology of the system, while
actor systems are inherently dynamic (see Section 2). MODCONC does not
rely on such a global type.

Behavioral types have been studied in the context of actors [22]. They deal
with the dynamic topology of the actor system, but are currently restricted
to programs that only perform finite computations. MODCONC, in contrast,
is based on a sequential analysis that readily supports infinite sequential
computations, and we have shown that our analysis always terminates.

8.6. Modular Analysis

The concept of a modular analysis as used in this paper has been formalized
by Cousot and Cousot [21], which presents different general-purpose methods
to design modular analyses. These ideas have been applied in the context
of thread-based programs by using concepts from either assume-guarantee
reasoning [31, 44|, rely-guarantee reasoning [71, 73], or separation logic [41],
and this in a setting limited to a statically known number of executed threads.
Recent developments have applied modular designs to static analyses of
message-passing programs [66] in a way that is similar to this work, but
limited to programs composed of only two processes. In contrast, our analyses
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support dynamic process creation where the number of created process may
be unbounded and we have shown that our approach can be used to analyze
both thread-based and actor-based programs. The main challenge compared
to existing work based on Cousot’s techniques is that dynamic creation of
processes is inherent to contemporary concurrent programs must be supported
by static analyses, which is the focus of MODCONC. As attested by Miné
and Delmas [72], modular analyses for concurrency have been identified as
being able to fare very well in terms of scalability, as they are not subject to
the state explosion problem.

Note that a number of analysis approaches are, by design, modular and
even compositional: the analysis of the whole program is divided in the
analysis of its components, of which the results can be composed together.
This is the case for type systems and for most proof-based approaches, and
leads to scalable analyses. We provide here a method that is modular but not
compositional: the addition of a new component in the program analysis may
influence the analysis of existing components. This loss of compositionality
is necessary in order to obtain an automated analysis of programs that can
perform for example unrestricted side effects: the addition of a component
could modify a variable used in another component without restrictions.

9. Conclusion and Future Work

This paper describes MODCONC, a method to derive scalable modular
static analyses for concurrent programs. Scalability is achieved by avoiding the
state explosion problem that arises when an analysis models every possible
process interleaving at every point that processes can possibly interfere.
Instead, MODCONC uses an intra-process analysis to analyze the behavior of
a single process in isolation to infer which processes and communication effects
by this process generates. The information obtained from the intra-process
analyses is used by an inter-process analysis that, based on effects computed
by the intra-process analysis, triggers additional intra-process analyses of
newly created processes and of processes that interfere with the analyzed
process. When no new interprocess communication effects can be discovered,
a sound over-approximation of the behavior of all processes in the program has
been computed. The result is a sound and modular whole-program analysis
for concurrent programs that infers the set of all running processes and their
communication effects in a scalable manner.
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We applied MODCONC to obtain an analysis for multi-threaded programs
and an analysis for actor-based programs, both of which scale linearly in
the number of processes created and in the number of other communication
effects (thread joins, thread conflicts, actor message sends).

We also evaluated the performance and precision of analyses derived by
MobDCoNC. These analyses are able to analyze the entire Savina benchmark
suite [56] and an equivalent suite for threads in a matter of seconds, whereas
non-modular analyses fail to analyze most of the benchmarks using the same
timeout of 30 minutes. Moreover, our modular analyses generate few spurious
elements and achieve an overall precision that is identical to the non-modular
analyses against which we compare with respect to detecting process creation
and communication effects within processes.

We have used context-insensitive allocation strategies in this paper, both
for addresses in the value store and in the continuation store, as well as
for process identifiers. We identify as future work the investigation of other
sensitivities. First, with a global-store widening approach as used in this paper,
we lose potential flow-sensitivity, as all values of the same variable are merged
together. Avoiding relying on the global store within each component of the
analysis would enable regaining flow sensitivity. Second, to obtain context-
sensitive analysis, the intra-process analysis would need to be instrumented
with a notion of history, that can then be used when allocating addresses for the
value store. This follows from traditional ways of obtaining context-sensitivity
in AAM-based analyses [50]. Finally, a novel notion of process-sensitivity
could be investigated: the allocation of process identifiers could take into
account history related to the operations performed by the parent processes
or to the history of process creation. This would increase the number of
components to take into account by the inter-process analysis, for a possibly
increased precision: the analysis could distinguish processes created at the
same call site but at different points in time in the execution of the program.

Another avenue for future work consists in retaining ordering information
between different processes. This may improve precision sufficiently to enable
the verification of stronger properties about processes, such as the properties
used by Midtgaard et al. [67] in the context of two-processes communications.
In our current formulation of the analysis for actors for example, it is not
possible to reason about the order in which messages appear in a mailbox.
This information can be useful to prove properties such as absence of errors
or bounds on mailboxes [89].

Finally, while we have applied our approach to moderately-sized program-
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ming languages and programs, existing modular analyses have been shown to
scale to real-world languages such as C and to applications of millions of line of
code [70]. Supporting larger languages and programs would require extensive
engineering effort. However, many of the aspects of static analyses that are
required to support these languages are orthogonal to the contributions of this
paper. For example, the support for imperative constructs, or object-oriented
programming with inheritance has been investigated in previous work [69, 77|
and can incorporated in MoDCONC. Using MODCONC to build analyses for
other synchronization mechanism or concurrency primitives such as reentrant
locks or software transactional memory should not face foundational barri-
ers, as these can also be modeled similarly as how locks are modeled here.
Nevertheless, supporting these different models and languages would further
advance the support for concurrency in static analysis.

In summary, this paper demonstrates that it is possible to construct
scalable, sound, and precise analyses for concurrent programs that do not
suffer from the state explosion problem. This can be achieved by taking
advantage of the fact that concurrent programs consist of processes that only
interfere through communication effects. By relying on straightforward and
well-understood sequential analyses for single processes, we are able to build a
sound, modular, scalable analysis for thread-based and actor-based concurrent
programs.
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A. Concrete Semantics

The concrete semantics of \g is provided in Fig. A.23, and a concrete
allocation strategy is provided in Fig. A.24. The concrete semantics of A, is
provided in Fig. A.27, and a concrete process allocation strategy for A, is
provided in Fig. A.28. The concrete semantics of \, is provided in Fig. A.29,
and a concrete process allocation strategy for A, is provided in Fig. A.30.

o}

State space

= € KStore = KAddr — Kont
ke Kontu=¢:k | ¢
¢ € @ ::= letrec(e, a, p)
v € Val := clo(lam, p)
a € Addr a set of addresses
k € KAddr a set of addresses

¢ € ¥ = Control x KAddr
c € Control == ev(e, p)
| Ko(v)
p € Env= Var — Addr
o € Store = Addr — Val

Transition relation

F p
e Hde o — ATOMIC
(ev(ae, p), k), 0,E ~ (ko(v), k), 0,2

p,ot flco((\ (x) e),p) p,otael v a = alloc(z, o)

App
(ev((f ae),p), k), 0, ~ (ev(e, p'[x — d]), k), ola 0], 2
a = alloc(z, o) k' = kalloc(es, p, 0, =) ;:’ = plz > 4] LETRECL
(ev((letrec ((xe1)) e2),p),k),0,2 ~
(ev(e1, p'), k'), 0,Z[k — letrec(ez, a,p’) : k]
=(k) = let Dk
( )H ¢ rec(e’a’p,) — LETREC2
(ko(v), k), 0,2~ (ev(e, p), k'), ola — 0], E
Atomic evaluation
L(p(z)) VAR LAaMBDA
pyotxz v p,o Flam | clo(lam, p)

Figure A.23: Concrete state space and concrete semantics for A\g programs.
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Allocation
Addr =N

alloc(x,Z) = | Dom(o)|
KAddr =N

kalloc(e, p,0,Z) = | Dom(E)|

Figure A.24: Concrete allocation strategy for Ay programs.

-
State space

ve Vali=... | pid(p)

p € PID a set of process identifiers
Effects

eff € Effect ::=c(p,s) | j(p,v)
Transition relation

- — SPAWN
(ev((spawn €),p),k),0,E sgere o), (ko(pid(p)), k), 0, =
p,o = ae | pid(p)

. JOIN
(ev((join ae),p),k),o0,E el (ko(v), k), 0, =

Figure A.25: Concrete semantics of thread management in the A, language.

B. Non-Modular Analysis of A,

We provide in Fig. B.31 a transition relation that acts on program states
for A, as used in Section 5.3.
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State space

ve Val:=... | ref(a)
Effects
eff € Effect :=... | r(a) | w(a)
Transition relation
= all ) ,o
a = alloc(ae, o) p,okael v Rer

(ev((ref ae),p),k),o,2 ~ (ko(ref(a)), k),ola — v],=

p,o - ae | ref(a) v=o(a)

DEREF
(ev((deref ae),p),k),o0,E A (ko(v), k), 0,2
- f - ad
p,o b ae | ref(a) p,otae v REFSET

(ev((ref-set ae a€'),p),k),0,= BAAN (ko(v), k), ola — v],Z

Figure A.26: Concrete semantics of references in the A, language.
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State space

ve Val:=... | lock(a) | locked(p) | unlocked

Effects
eff € Effect := ... | acq(p,a) | rel(p,a)

Transition relation

a = alloc((new-lock), o)
= NEWLOCK
(ev((new-lock), p), k), 0,5 ~~ (ko(lock(a)), k), o[a — unlocked], =

p,o F ae | lock(a) o(a) = unlocked

ACQUIRE
(ev((acquire ae),p)),k,o,= m
(ko(lock(a)), k), oa ~ locked(p)], =
~ ac | lock — locked
p.otacllock(a) ofa)=locked(p) o

(evi((xelease ac).p).k).0.= S

(ko(lock(a)), k), o[a + unlocked], =

Figure A.27: Concrete semantics of locks in the A, language.

Process identifier allocation

p€ PID =N palloc(__, ) = | Dom(m)]

Figure A.28: Allocation of concrete process identifiers in ;.
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State space
¢ € X = Control x Beh x KAddr

c € Control == ... | wait
ve Val :=... | actdef(act,p)
b € Beh ::= act(act,p) | main
p € PID a set of process identifiers

Effects
eff € Effect ::==c(p,s) | snd(p,t,v) | rev(t,v)

Atomic evaluation

ACTOR

p,0 F act || actdef(act, p)

Transition relation

p,o - ael act(act,p’)
pootae v a=alloc(z,o) x = VAR(act)

- - - CREATE
(ev((create ae ac’),p),b,k),0,Z e {vattact(actp’lroral) kol),
(ko(pid(p)), b, k), ola — v],E
a = alloc(z, o) p,o b aell actdef(act, p')
p,okae v b = act(act, p'[x — a]) x = VAR(act) BECOME
(ev((become ae ac’),p),b,k),0,Z ~ (wait, b, k), ola — v], 2
p,o F ae ||l pid(p) p,ot-ad v SEND

(ev((send aet ad),p),bk),0,= 20k, (ko(v),b, k), 0, =

a = alloc(y, o) (y,e) = HANDLER(act, t)

rev(t,v)
Roeaasars

RECEIVE

(wait, act(act, p), k), 0,2
(ev(e, ply — a]),act(act, p), k), ola — v], 2

Figure A.29: Concrete semantics of the A\, language.




Allocation
p€ PID=N palloc(_,m) = | Dom(r)|

Figure A.30: Concrete allocation strategy for the A, language.

Program state space

iy &G 2 P = palloc(", #)
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Figure B.31: Program transition relation for non-modular analysis of A, programs.
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